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(57) ABSTRACT

A method of generating secondary questions in a question-
answer system. Missing information is identified from a cor-
pus of data using a computerized device. The missing infor-
mation comprises any information that improves confidence
scores for candidate answers to a question. The computerized
device automatically generates a plurality of hypotheses con-
cerning the missing information. The computerized device
automatically generates at least one secondary question based
on each of the plurality of hypotheses. The hypotheses are
ranked based on relative utility to determine an order in which
the computerized device outputs the at least one secondary
question to external sources to obtain responses.
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GENERATING SECONDARY QUESTIONS IN
AN INTROSPECTIVE QUESTION
ANSWERING SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] The present invention claims the benefit under 35
U.S.C. §120 as a continuation of presently pending U.S.
patent application Ser. No. 13/610,267 , filed on Sep. 11,
2012, the entire teachings of which are incorporated herein by
reference.

[0002] This application is related to presently pending U.S.
patent application Ser. No. 12/152,411 entitled “System and
Method for Providing Answers to Questions,” filed on May
14, 2008, presently pending U.S. patent application Ser. No.
12/126,642 entitled “System and Method for Providing
Question and Answers with Deferred Type Evaluation,” filed
May 21, 2008, presently pending U.S. patent application Ser.
No. 12/724,156, entitled, “Questions and Answers Genera-
tion,” filed Mar. 15, 2010, presently pending U.S. patent
application Ser. No. 13/547,492 entitled “Utilizing Failures in
Question and Answer System Responses to Enhance the
Accuracy of Question and Answer Systems,” filed Jul. 12,
2012, and presently pending U.S. patent application Ser. No.
13/547,436 entitled “Validating That a User s Human,” filed
Jul. 12, 2012, the entire teachings of each are incorporated
herein by reference.

BACKGROUND

[0003] The present disclosure relates to question-answer-
ing (QA) systems, and more specifically, to a system and
method to generate secondary questions to ask users from
which the system can improve its ability to understand and
answer questions.

[0004] Ininformation retrieval, question answering (QA)is
the task of automatically answering a question posed to the
system. To find the answer to a question, a QA computer
program may use either a pre-structured database or a collec-
tion of documents, such as a data corpus such as the World
Wide Web or a local database. Question answer (“QA”) sys-
tems occasionally produce failures in executing their tasks,
such as providing an incorrect answer response to question
inputs. Consequently, in order to enhance the efficiency and
utility of QA systems, solutions are required to address these
failures adequately.

SUMMARY

[0005] According to an embodiment herein, a method of
generating secondary questions in a question-answer system
is disclosed. Missing information is identified from a corpus
of'datausing a computerized device. The missing information
comprises any information that improves confidence scores
for candidate answers to a question. The computerized device
automatically generates a plurality of hypotheses concerning
the missing information. The computerized device automati-
cally generates at least one secondary question based on each
of the plurality of hypotheses. The hypotheses are ranked
based on relative utility to determine an order in which the
computerized device outputs the at least one secondary ques-
tion to external sources to obtain responses.

[0006] According to another embodiment herein, a com-
puter implemented method of generating follow-on inquiries
in a question answering system is disclosed. An automated
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question answering system operating on a computerized
device attempts to answer a question. A plurality of candidate
answers to the question is generated. A confidence score for
each of the plurality of candidate answers is determined based
on evidence used to generate the candidate answers. Missing
information is identified from a corpus of data. The missing
information comprises any information that improves confi-
dence scores for candidate answers to the question. The com-
puterized device automatically generates at least one follow-
on inquiry based on each of the plurality of hypotheses. The
hypotheses are ranked based on relative utility to determine
an order in which the computerized device outputs the at least
one secondary question to external sources to obtain
responses.

[0007] According to another embodiment herein, a method
is disclosed. A first question to be answered by a Question
Answering (QA) system is provided to a processor. The pro-
cessor creates a collection of candidate answers to the first
question. The collection of candidate answers is created from
a corpus of data. The processor generates supporting evi-
dence for each candidate answer. An evidence analysis mod-
ule identifies missing information from the corpus of data.
The missing information comprises any information that
improves confidence scores for the candidate answers. The
processor generates a plurality of hypotheses concerning the
missing information. The evidence analysis module produces
a secondary question based on each hypothesis. The proces-
sor ranks the hypotheses based on relative utility to determine
an order in which the QA system outputs the secondary ques-
tion to external sources.

[0008] According to another embodiment herein, another
method is disclosed. A question is received into a Question
Answering (QA) system. The QA system compares the ques-
tion to a corpus of data. The QA system creates a collection of
candidate answers to the question from the corpus of data.
The QA system identifies missing information from the cor-
pus of data; the missing information comprises any informa-
tion that improves a confidence score for at least one candi-
date answer in the collection of candidate answers. The QA
system generates a plurality of hypotheses concerning the
question and the collection of candidate answers. The QA
system generates at least one follow-on inquiry based on each
of the plurality of hypotheses. The QA system ranks the
hypotheses based on relative utility to determine an order in
which to output the at least one follow-on inquiry to external
sources.

[0009] According to another embodiment herein, a com-
puterized device for generating secondary questions in a
question-answer system is disclosed. The computerized
device comprises a question-answer system comprising soft-
ware for performing a plurality of question answering pro-
cesses and a corpus of data. A receiver receives a question into
the question-answer system. A processor that generates a
plurality of candidate answers to the question is connected to
the question-answer system. The processor identifies missing
information from the corpus of data; the missing information
comprises any information that improves confidence scores
for candidate answers to the question. The processor gener-
ates a plurality of hypotheses concerning the missing infor-
mation. The processor generates at least one secondary ques-
tion based on each of the plurality of hypotheses. The
processor ranks the hypotheses based on relative utility to
determine an order in which to output the at least one second-
ary question to external sources.
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[0010] According to another embodiment herein, a com-
puter system for generating follow-on inquiries in a question-
answer system is disclosed. The computer system comprises
an automated question answering (QA) system comprising a
corpus of data, a processor, and a receiver. The processor has
software for performing a plurality of question answering
processes. The receiver receives a question into the auto-
mated QA system. The processor compares the question to
the corpus of data and generates a plurality of candidate
answers to the question from the corpus of data. The proces-
sor identifies missing information from the corpus of data; the
missing information comprises any information that
improves a confidence score for at least one candidate answer
in the plurality of candidate answers. The processor generates
a plurality of hypotheses concerning the question and the
plurality of candidate answers. The processor generates at
least one secondary inquiry based on each of the plurality of
hypotheses. The processor ranks the hypotheses based on
relative utility to determine an order in which the QA system
outputs the at least one follow-on inquiry to external sources.

[0011] According to another embodiment herein, a ques-
tion answering (QA) system is disclosed. The QA system
comprises a processor. An evidence analysis module is con-
nected to the processor. A first interface is connected to the
processor. A corpus of data is connected to the evidence
analysis module. The first interface receives a first question to
be answered by the QA system. The processor creates a
collection of candidate answers to the first question from the
corpus of data. Each candidate answer has supporting evi-
dence and a confidence score generated by the processor. The
evidence analysis module identifies missing information
from the corpus of data. The missing information comprises
any information that improves confidence scores for the can-
didate answers. The processor generates a plurality of
hypotheses concerning the missing information. The evi-
dence analysis module produces a secondary question based
on each hypothesis. The processor ranks the hypotheses
based onrelative utility to determine an order in which the QA
system outputs the secondary question to external sources.

[0012] According to another embodiment herein, a non-
transitory computer readable storage medium readable by a
computerized device is disclosed. The computerized device
comprises a question-answer system. The non-transitory
computer readable storage medium stores instructions
executable by the computerized device to perform a method.
According to the method, missing information is identified
from a corpus of data. The missing information comprises
any information that improves confidence scores for candi-
date answers to a question. A plurality ofhypotheses concern-
ing the missing information is automatically generated. At
least one secondary question is automatically generated
based on each of the plurality of hypotheses. The hypotheses
are ranked based on relative utility to determine an order in
which to output the at least one secondary question to external
sources to obtain responses.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The embodiments herein will be better understood
from the following detailed description with reference to the

drawings, which are not necessarily drawn to scale and in
which:

[0014] FIG.1is aflow diagram of a method according to an
embodiment herein;
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[0015] FIG. 2 is an illustration of aspects of a system
according to an embodiment herein;

[0016] FIG. 3 is an illustration of aspects of a system
according to an embodiment herein;

[0017] FIG. 4 is an illustration of aspects of a system
according to an embodiment herein;

[0018] FIG. 5 is an illustration of inquiry examples accord-
ing to an embodiment herein;

[0019] FIG. 6 is a flow diagram illustrating aspects of a
process according to an embodiment herein;

[0020] FIG. 7 is an illustration of articles of manufacture
according to embodiments herein;

[0021] FIG. 8 is a schematic diagram of a hardware system
according to embodiments herein.

[0022] FIG. 9 is a schematic diagram of a deployment sys-
tem according to embodiments herein;

[0023] FIG. 10 is a schematic diagram of an integration
system according to embodiments herein;

[0024] FIG. 11 is a schematic diagram of an on demand
system according to embodiments herein;

[0025] FIG. 12 is a schematic diagram of a virtual private
network system according to embodiments herein; and
[0026] FIG. 13 is a schematic diagram of a virtual private
network system according to embodiments herein.

DETAILED DESCRIPTION

[0027] It will be readily understood that the embodiments
herein, as generally described and illustrated in the figures
herein, may be arranged and designed in a wide variety of
different configurations in addition to the described embodi-
ments. Thus, the following detailed description of the
embodiments herein, as represented in the figures, is not
intended to limit the scope of the invention, as defined by the
appended claims, but is merely representative of selected
embodiments. The following description is intended only by
way of example, and simply illustrates certain selected
embodiments herein.

[0028] The QA system described herein is not merely a
document search system. One key difference between QA
technology and simple document search technology is that a
document search typically takes a keyword query and merely
returns a list of documents, ranked in order of relevance to the
query. On the other hand, QA technology takes a question
expressed in natural language, seeks to understand it in detail,
and returns a precise answer to the question. A typical sce-
nario is for an end user to enter a question in natural language
form, much as if'they were asking another person, and for the
system to sift through vast amounts of potential evidence to
return a ranked list of the most compelling, precise answers.
These answers may also include summaries of their justifying
or supporting evidence, allowing the user to quickly assess
the evidence and select the correct answer.

[0029] Given sufficient search data, a document search can
usually find documents or passages containing some key-
words in common with the query, but lacks the precision,
depth, and understanding necessary to deliver correct
answers with accurate confidence.

[0030] While an Internet web search engine has access to
an immense source of information and can quickly find rel-
evant web pages given a small number of query terms, such a
search engine does not generate precise answers to the ques-
tions. A web search engine does not return answers; rather, it
is designed to return a ranked list of web pages that the user
may be trying to find.
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[0031] A challenge for even finding the relevant documents
is the issue of choosing the right set of keywords to retrieve
those documents. Many questions contain information that is
not necessary for answering the question, but is provided for
educational and/or entertainment purposes. Moreover, the
question may use terms that are different from those used in
evidence that may contain a correct answer. As a result, for-
mulating an effective query that returns the relevant docu-
ments is a critical and non-trivial task.

[0032] Insome cases, the question requires an answer that
must be synthesized from multiple pieces of evidence from
multiple source documents; that is, the answer is a list of
items or a logical combination of two or more items. These
answers do not appear in any one place. Rather, the QA
technology must synthesize the answer from independent
sources to form a final answer.

[0033] Classic knowledge-based artificial intelligence
approaches to QA systems try to logically prove an answer is
correct from a logical encoding of the question and all the
domain knowledge required to answer it. Such approaches
are stymied by the prohibitive time and manual effort
required to acquire massive volumes of knowledge and for-
mally encode it as logical formulas accessible to computer
algorithms and the difficulty of understanding natural lan-
guage questions well enough to exploit such formal encod-
ings, if available. Consequently, QA systems tend to falter in
terms of breadth, but when they succeed, they are very pre-
cise.

[0034] Aspects of the various embodiments implement the
use of failures in QA systems to motivate inquiries for com-
mon sense knowledge and employ crowd sourcing to respond
to those inquiries. These failures can be used in QA processes
to determine what common-sense knowledge would be use-
ful to have in order to improve answer retrieval. One aspect of
the QA system is to be able to discover and pose follow-on
inquiries to a user (or an external expert community) that, if
answered, will improve the ability of the QA system to under-
stand and evaluate supporting evidence for questions. Fur-
thermore, the acquired common-sense knowledge can be
applied either off-line or during a live question answering
session. Moreover, specific QA process failures can be iden-
tified and used to identify specific gaps in the system’s com-
mon-sense knowledge, which can then be filled. Additionally,
specific user-interface elements for common-sense knowl-
edge questions are provided and employed.

[0035] According to embodiments herein, when the QA
system is unable to obtain an answer with a high degree of
confidence, the QA system generates and poses follow-on
inquiries in order to acquire information that can change the
degree of confidence in an answer. The QA system solicits
responses to the follow-on inquiries from external sources
either in online mode, in which case the external sources’
response to the follow-on inquiry will influence the QA sys-
tem’s answer to the current question, or in offline mode,
where follow-on inquiries are dispatched to an external expert
community at a later time.

[0036] It is often the case that the information need is not
well captured by the QA system, as the question processing
part may fail to classify the question properly or the informa-
tion needed for extracting and generating the answer is not
easily retrieved. In such cases, the QA system may reformu-
late the question or request assistance from an outside source.
[0037] The use of an external source of information to
obtain information is known in the art as crowd sourcing.
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Crowd sourcing is a process that involves sending tasks to a
distributed group of people. In crowd sourcing, the task or
problem is typically sent to an undefined public rather than a
specific body. Using failures of the QA system to motivate
inquiries for common sense knowledge and employing crowd
sourcing to respond to those inquiries, embodiments herein
can evaluate agreement among the various respondents
regarding responses to the inquiries in order to validate that
the respondents are human and that the responses were not
generated by an automated script.

[0038] Insome embodiments, a question may be related to
an interrogatory searching for specific information, such as,
“What is the capital of New York?” In some embodiments, a
question may be posed in the form of an answer or statement,
such as done in the popular game show “Jeopardy!”

[0039] FIG. 1 is a flow diagram illustrating one non-limit-
ing embodiment herein. According to FIG. 1, one embodi-
ment described herein enables a computer implemented
method for enhancing the accuracy of a question-answer
system in providing responses to questions input to the ques-
tion-answer system.

[0040] The first step of the method, at 110, involves pro-
viding the QA system. The QA system uses multiple ques-
tion-answering processes and evidence from a corpus of data
to provide answers to questions. The details regarding pro-
cesses and evidence for an example QA system that can be
used in a preferred embodiment are described in co-pending
U.S. patent application Ser. No. 12/152,411, incorporated
herein by reference.

[0041] In the next step of the method, at 120, a question is
input to the QA system. The question may be in the form of a
statement or an answer seeking an appropriate question.

[0042] Next, at 130, a failure in a question answering pro-
cess is determined. The QA system generates one or more
candidate answers to the question, each candidate answer
having an associated confidence scores based on results from
scoring processes/algorithms for pieces of evidence extracted
from a corpus of data. A failure may result either from an
inability to generate a candidate answer with a confidence
score above a threshold value or if the QA system cannot
interpret the question correctly. Additionally, a failure may
result from an individual piece of evidence receiving a score
below a threshold value.

[0043] At 140, the failure is used to determine a missing
piece of information. The missing piece of data/information
may be data/information that would enable the QA system to
improve a score for a piece of evidence, for example a pas-
sage, wherein the score for the piece of evidence is used in a
confidence score for a candidate answer. The missing infor-
mation may be any item of data, a fact, a syntactical relation-
ship, a grammatical relationship, a logical rule, a taxonomy
rule, a grammatical rule, or any other information that would
increase a determined score for a piece of evidence that may
support or refute a candidate answer to the question.

[0044] Next, at 150, a follow-on inquiry is output to obtain
the missing piece of information. The inquiry may be directed
to outside sources that can include a variety of users in an
expert community who may be human users or may be other
electronic systems capable of providing a response, such as
other QA systems. A follow-on inquiry may involve, for
example, keyword matching, expansion of the original ques-
tion, and/or a request for lexical semantic relationships. For
example, the QA system might request a clarification of what
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sense a word is being used or what type of information is
being requested in the question.

[0045] At 160, the QA system receives a response to the
follow-on inquiry. The response is returned by a human user,
expert community, or other QA system.

[0046] At 170, the response to the follow-on inquiry is
validated to confirm the missing piece of data. The validation
may include validation that the response is supported by a
threshold number of experts, humans, or QA systems.
[0047] Finally, at 180, the obtained missing piece of data is
added into the question-answer system. Again, the missing
piece of data may be any item of data, a fact, a syntactical
relationship, a grammatical relationship, a logical rule, a tax-
onomy rule, a grammatical rule, or any other information that
would increase a determined score for a piece of evidence that
may support or refute a candidate answer to the question. The
missing piece of data may be input into the corpus, algorithm,
process, logical rule, or any other location or combination
thereof wherein the data may affect the resulting score for a
piece of evidence.

[0048] In some embodiments, at least one step of the
method is carried out using a computer device.

[0049] Referring to FIG. 2, a general workflow of the QA
system 210 is shown. The QA system 210 receives a question
or questions 220 and searches a corpus of data 225 to extract
pieces of evidence 230, 240, 250 that are evaluated by a
number of algorithms in order to generate candidate answers
285 to the question 220. The QA system 210 attempts to
generate many candidate answers 285 to the question 220
presented. To do so, the QA system 210 considers a wide
variety of information, e.g., texts of all kinds, web documents,
reference books, novels, plays, encyclopedias, dictionaries,
thesauri, textbooks, and technical reports, included in the
corpus of data 225.

[0050] The corpus of data 225 includes quantities of digi-
tally encoded, structured and unstructured information, such
as fragments of documents, passages, internal or external
knowledge bases, natural language documents, contents of
corporate intranets, reference books, textbooks, technical
reports, blogs, etc. These lists are intended to be non-limiting
examples of sources of information for the QA system 210.
The vast majority of the corpus of data 225 comprises a wide
variety of natural language text. Some of the data may be
structured (formal knowledge bases) and some of the data
may be semi-structured (tagged text) or unstructured (un-
tagged text) in order to help interpret text and refine answers.
[0051] As used herein, ‘pieces of evidence’ refers to the
specific information or data that the QA system 210 evaluates
to support or refute candidate answers 285 to the question
220. The QA system 210 draws pieces of evidence from the
corpus of data 225. The term piece of evidence is not intended
to limit the length of evidence used and may include a docu-
ment, passage from a document, data, meta-data, one or more
entries in a database, or any other information capable of
contributing to a confidence score for a candidate answer.
Additionally, as used herein, ‘logical rules’ refer to the lexi-
cal, grammatical, and/or semantic relationships that the QA
system 210 uses to generate and score candidate answers 285
to the question 220 based on the pieces of evidence. The
logical rules enable the QA system 210 to draw an inference
from the pieces of evidence in order to evaluate the candidate
answers 285.

[0052] Intryingto generate and evaluate candidate answers
285, the QA system 210 extracts pieces of evidence from the
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corpus of data 225. The pieces of evidence, based on the
question, can be fit into three categories: good evidence 230,
bad evidence 240, and marginal evidence 250. The QA sys-
tem 210 compares the question 220 to the data in the corpus
of data 225 and assigns an evidence score to the extracted
evidence based on how well the evidence matches the ques-
tion 220. Sometimes there is data in the corpus of data 225
that clearly and directly relates to the input question. This is
referred to as “good” evidence. Good evidence 230 is a piece
of evidence with a high evidence score; that is, an evidence
score above a previously established evidence threshold value
such that it contributes significantly to a confidence score for
a candidate answer. Conversely, bad evidence 240 is a piece
of evidence with such low relevance that it does not contribute
to a confidence score for a candidate answer. A QA system
210 may not extract bad evidence from the corpus, or may
extract bad evidence in order to evaluate and determine out-
right that this evidence will not provide a candidate answer
with any confidence. Lastly, there are also pieces of evidence
that the QA system 210 is able to identify as relevant to the
question, and may produce an evidence score that contributes
significantly to a confidence score for a candidate answer if a
missing link or missing piece of information is provided. A
missing link or missing piece of information could be
described as all the marginal evidence, or a subset of the
marginal evidence (either all relatively high scoring marginal
evidence, all relatively low scoring marginal evidence, or
some middle range of scores for the marginal evidence (based
on predetermined score parameters)). Thus, if a piece of
marginal evidence falls within some predetermined score
range, it would be considered a piece of missing information,
for which additional information will be obtained. In other
words, the marginal evidence 250 is evidence that the QA
system 210 can use in generating and evaluating candidate
answers 285, but is lacking in some manner, such that the
score for the piece of evidence does not contribute signifi-
cantly to the overall confidence score for a candidate answer
285. A low confidence score for all candidate answers 285
indicates that the QA system 210 should obtain additional
information or assistance to further develop the confidence
scores of the candidate answers 285. In other words, low
confidence scores may serve as a trigger for the QA system
210 to evaluate whether pieces of evidence 230, 240, 250 for
acandidate answer 285 are marginal evidence 250 such that a
missing information or missing link may be identified.

[0053] The QA system 210 uses the good evidence 230 and
the marginal evidence 250 to generate and evaluate candidate
answers 285. Each candidate answer 285 is assigned a con-
fidence score, which is an aggregation of the evidence scores.
A candidate answer 285 with a low confidence scores; that is,
confidence scored below a previously established confidence
threshold value indicates that the QA system 210 should
obtain additional information or assistance to further develop
the confidence scores of the candidate answers 285. In other
words, bad evidence does not contribute to the candidate
answers 285, marginal evidence contributes only partially to
the candidate answers 285, and good evidence provides high
confidence in the candidate answers 285.

[0054] For a candidate answer generated, the QA system
210 evaluates a self-assessed probability that the candidate
answer 285 is a correct answer to the question 220, or, in other
words, the QA system 210 generates a confidence score for a
candidate answer 285. In order to generate candidate answers
285, the QA system 210 analyzes the question to figure out
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what is being asked. It also analyzes the corpus of data 225
based on the question 220 in order to extract candidate
answers 285 and computes a reliable confidence in light of
whatever supporting or refuting pieces of evidence 230, 240,
250 it finds. To obtain confidence in a candidate answer 285,
the QA system 210 attempts to justify the answer by multiple
sources in the corpus of data 225. The degree to which the
probability that the candidate answer 285 is a correct answer
to the question 220 correlates to the confidence score for the
candidate answer 285. The QA system 210 can then rank the
candidate answers 285 based on the confidence scores.

[0055] The QA system 210 generates follow-on inquiries
260 to supplement the marginal evidence 250 by identifying
an aspect of the piece of evidence that is lacking, in other
words, identifying the missing piece of information or miss-
ing link. The QA system 210 uses follow-on inquiries 260 to
clarify the aspect of the evidence that the QA system 210
failed to understand. According to an embodiment herein, the
follow-on inquiries 260 are sent to an external source 272,
which may include a community of potential respondents
270, which may be on an electronic network, such as the
Internet 275. After the responses 280 to the follow-on inquir-
ies have been evaluated, the validated responses may then be
fed back into the QA system 210 as data, a fact, a syntactical
relationship, a grammatical relationship, a logical rule, a tax-
onomy rule, a grammatical rule, or any other information that
would increase a determined score for a piece of evidence that
may support or refute a candidate answer to the question. The
potential respondents 270 may be from an external expert
community who may be human users or other electronic
systems capable of providing a response, such as other QA
systems. The responses 280 to the follow-on inquiries may
include the missing information or missing link necessary to
make the marginal evidence 250 useful in order to improve
the confidence scores of one or more candidate answers 285.
Such missing information can be used to produce improved
candidate answers 285 to the input question or can be used to
produce subsequent follow-on inquiries 260. In either case,
the information can be used to enhance the internal knowl-
edge base of the QA system 210 and improve the confidence
in the candidate answers 285. The missing information
included in the responses 280 to the follow-on inquiries can
also help repair flaws in the question answering processes
used by the QA system 210 by incorporating the information
of the response, and the manner that provided the response,
into the question answering processes.

[0056] Inputs to the QA system 210 may include questions
220, the evidence extracted from the corpus of data 225, and
responses 280 to follow-on inquiries. Outputs from the QA
system 210 include candidate answers 285 and follow-on
inquiries 260. This provides low cost, continuous knowledge
acquisition.

[0057] FIG. 3 shows one approach to identifying marginal
evidence 250. The QA system 210 receives a question 320
and parses the question into a collection of elements 340. The
QA system 210 searches the corpus of data 225 for a piece of
evidence, for example a passage, such as 330, to support or
refute a candidate answer 285 to the question 320. The QA
system 210 parses the passage 330 into a collection of ele-
ments 350. The QA system 210 analyzes the passage 330 by
seeking to match, or associate in some manner, the elements
340 in the question 320 and the elements 350 in the passage
330 based on lexical, grammatical, and/or semantic relation-
ships. The QA system 210 may, for example, attempt to match
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the various individual elements, such as 345, 355 with corre-
sponding semantic roles in the question 320 and the passage
330. The QA system 210 then classifies the passage as good,
bad, or marginal, as indicated at 360. As used herein, ‘mar-
ginal’ means that some part of the passage 330 may be rel-
evant, but it needs additional information to improve a score
for the piece of evidence based on a scoring algorithm or
process. This additional information can be labeled as a
“missing link” or “missing information” that, when con-
nected or combined with the other information in the passage
330, enables the QA system 210 to further develop the con-
fidence score of the candidate answers 285.

[0058] Intheapproach illustrated in FIG. 3, the inputs to the
QA system 210 include the question 320 and the passage 330
that is used for comparison to the question 320. Outputs from
the QA system 210 include classification of the passage 330
into good, bad, and marginal matches to the question 320 or
simply identification of the marginal evidence, without
requiring identification of the good or bad evidence. The
marginal evidence includes missing information; thus, fol-
low-on inquiries 260 can be generated in order provide the
missing information from an external source.

[0059] The QA system 210 may employ a variety of spe-
cific mechanisms for finding marginal evidence. Aligning
questions to sample passages is one of the ways that the QA
system 210 uses evidence to evaluate candidate answers 285.
Given an answer key, it can be used to drive the search for near
misses. In general, there are many kinds of “near miss” fail-
ures that the QA system 210 could encounter, for example:

[0060] Answer typing: the system could have deter-
mined that the answer had the correct type if only it had
known that two types were equivalent.

[0061] Keyword search: the system could have found a
relevant passage using a keyword search if only it had
expanded some keyword in the clue; e.g., by synonyms,
antonyms, related terms, etc.

[0062] Relation detection for knowledge-base lookup:
the system could have looked up the answer in a knowl-
edge base if only it had figured out what relationship the
question was asking for.

[0063] Paraphrases: the system could have aligned more
nodes in question 340 and passage 350 in FIG. 3 ifithad
known that some terms, such as “md” 348 and “mp” 358
are synonyms, or that some texts in the question and in
the passage are paraphrases of each other.

Each kind of near miss can imply some kind of semantic
inquiry.

[0064] In some embodiments, mismatched elements, such
as 345, 355, may actually be equivalent or have a counterpart
as a logically necessary consequence. A follow-on inquiry
260 can be used to determine whether the mismatched ele-
ments are equivalent. Such follow-on inquiry 260 can use the
equivalence to decide if the passage 330 aligns with the ques-
tion 320, and can also be used to resolve similar alignment
problems in future questions.

[0065] The QA system 210 analyzes lexical, grammatical,
and semantic relationships of the words within each question
320; therefore, the QA system 210 breaks each question 320
down into many separate elements 340 (including keywords,
equivalent keywords, logical relationships, restrictions, sub-
ject categories, etc.). For example, the good evidence 230
matches a sufficient number of the elements to provide high
score for the piece of evidence; that is, a score above a thresh-
old value that contributes significantly to a confidence score






